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Admin

• Project proposal feedback given over email

• Lab 6 grades & feedback posted on Moodle

• Lab 8 due tonight at midnight

• Lab this week: midterm 2 review



Outline for today

• Bootstrap, Bagging and Random forests

• Midterm 2 Review

– Revisit confusion matrices

– Entropy vs. classification error 

– Central Limit Theorem

– PCA (linear transformation + interpretation)

– Naïve Bayes

– Algorithmic Bias and Disparate Impact

– Logistic regression and cross entropy
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The bootstrap: Resampling

Resample, with 
replacement, T 
times
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Compute Mean

Use the means from the 
resampled data to estimate 
the distribution! 
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95% of the means are 
between 2.3 and 5.9 (T=1000)

Slide: Iain Mathieson

Data: X = [2,  3,  4,  8,  0,  6,  1,  10,  2,  4] 

1  8  2  4  6  10  1  1  1  8
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…

…



The bootstrap: Resampling

Data: X = [2,  3,  4,  8,  0,  6,  1,  10,  2,  4] 
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Compute Range

Use the ranges from the 
resampled data to estimate 
the distribution! 

“Estimate the range (Max—Min)”
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Slide: Iain Mathieson

Resample, with 
replacement, T 
times

Range

1  8  2  4  6  10  1  1  1  8

1  0  1 6  4  1 4  2  1  2

8  1  6  2  6  4  2  4  10  2

8  3  4  2  10  8  10  8  6  3

6  4  6  4  6  4  2  4  3  4

…

…



Data

Statistic

Model

Resampled data Resampled statistic

This distribution 
gives us an estimate 
of the uncertainty 
in this estimate 

Slide: Iain Mathieson

The bootstrap: Resampling



Bootstrap example
Setup: you obtain 0.87 accuracy on a test dataset using a new 

algorithm
Goal: find a 95% confidence interval for your estimate



Bagging (Bootstrap Aggregation)



Motivation: bias and variance

Label each picture with variance (high or low) and bias (high or low)

Example from Ameet Soni
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Label each picture with variance (high or low) and bias (high or low)

Example from Ameet Soni

Variance: low
Bias: high

Variance: high
Bias: high

Variance: high
Bias: low

This is the type of classifier 
we want to average! 

Motivation: bias and variance



Ensemble Idea

• Average the results from several models with 
high variance and low bias

– Important that models be diverse (don’t want 
them to be wrong in the same ways)

• If n observations each have variance s2, then 
the mean of the observations has variance 
s2/n (reduce variance by averaging!)



Modified from Ameet Soni



Bagging (Bootstrap Aggregation)

Train:

for t in range(T):

* create bootstrap sample X(t) of size n 

from training data

* train on X(t) to get model h(t)

Test:

for each test example, the T classifiers vote
on the label



Random Forests
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1. Bootstrap



Handout 18

2. Bagging

Unordered

• 𝑛 = 2 ⇒ n1, n1 , n1, n2 , {n2, n2} 3 sets

• 𝑛 = 3

– n1, n1, n1 ⇒ 3 sets

– n1, n2, n3 ⇒ 1 set

– n1, n1, n2 ⇒ 6 sets

Ordered: 𝑛𝑛 sets

10 sets
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Confusion matrix with more classes

Figure by: Qun Liu (confusion matrix on cifar-10 dataset)
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Pred
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True
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• Example: male and female

– No “positive” and “negative” class

– ROC curve not appropriate

Confusion matrices with just two classes don’t 
have to be “positive” and “negative”



Confusion matrices without hard-coding

cm = np.zeros((K,K))

for ex in test:

true = ex.label

pred = model.classify(ex.features)

cm[true,pred] += 1
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From the study guide



Entropy vs. classification error

p(Y=1)

entropy: −σ𝑐∈𝑣𝑎𝑙𝑠(𝑌)𝑝 𝑐 log2 𝑝(𝑐)

classification error: 
1 −𝑚𝑎𝑥𝑐∈𝑣𝑎𝑙𝑠(𝑌)𝑝(𝑐)



Splitting nodes based on entropy

Figure by Sebastian Raschka



Decision trees from entropy (info gain) vs. 
classification error!
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Central Limit Theorem

If 𝑋1, 𝑋2, … , 𝑋𝑛 are samples from a population with 
expected value 𝜇 and finite variance 𝜎2, and 𝑋𝑛 is the 
sample mean, then

𝑍 = lim
𝑛→∞

𝑋𝑛−𝜇

𝜎/ 𝑛

is a standard normal distribution 𝑁(0,1).

mean variance



p-value

• Probability of observing a result as or more extreme 
than ours under the null hypothesis

• Estimated by:

– Integrating pdf based on test statistic

– 𝑁𝑒/𝑇 (𝑇: # trials ran, 𝑁𝑒: # times observed extreme result)

• Usually compare with α = 0.05 (significance level)
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Principal Component Analysis (PCA)

• Transforms p-dimensional data so that the new first dimension 
explains as much of the variation as possible, the new second 
explains as much of the remaining variation as possible, and so on 

• PCA is a linear transformation 

• Typically, we look at the first few dimensions of the transformed 
data as a means of dimensionality reduction and visualization

• PCA is often used for: 
– Data visualization

– Infer qualitative relationships between groups



PCA “classic” genetics example
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Bayes’ Theorem

• P(A,B) = P(A|B)P(B)

• P(A,B) = P(B|A)P(A)
always true!



Independence

• Independence: P(A,B) = P(A)P(B)

• Conditional independence: P(A|B,C) = P(A|C)

not always true!

Naïve Bayes 
assumption



Naïve Bayes

Model

𝑝 𝑦 = 𝑘 Ԧ𝑥 ∝ 𝑝(𝑦 = 𝑘)ෑ

𝑗=1

𝑝

𝑝(𝑥𝑗|𝑦 = 𝑘)

Classification:  ŷ = 𝑎𝑟𝑔𝑚𝑎𝑥𝑘=1,…,𝐾 𝑝 𝑦 = 𝑘 Ԧ𝑥)



Estimating 𝑝(𝑦 = 𝑘) & 𝑝(𝑥𝑗|𝑦 = 𝑘)

• 𝜃𝑘 =
𝑁𝑘+1

𝑛+𝐾

• 𝜃𝑘,𝑗,𝑣 =
𝑁𝑘,𝑗,𝑣+1

𝑁𝑘+|𝑓𝑗|

# of examples with label k

# of examples with feature j = value v and class label k

# of feature values for feature j

# of classes for y
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How can we tell if an algorithm is biased?

D: dataset with attributes X, Y
* X is protected

* Y is unprotected (other features)

Goal: determine outcome C (hired, admitted, etc)

Direct discrimination: C = f(X)
* Female instrumentalist not hired for orchestra

* Some ethnic groups not allowed to eat at a restaurant

“Certifying and Removing Disparate Impact” Michael Feldman, Sorelle A. Friedler, John Moeller, Carlos Scheidegger, Suresh Venkatasubramanian



How can we tell if an algorithm is biased?

D: dataset with attributes X, Y
* X is protected
* Y is unprotected (other features)

Goal: determine outcome C (hired, admitted, etc)

Indirect discrimination: C = f(Y)
* but strong correlation between X and Y

* Ex: housing loans
* Ex: programming experience

“Certifying and Removing Disparate Impact” Michael Feldman, Sorelle A. Friedler, John Moeller, Carlos Scheidegger, Suresh Venkatasubramanian



• X: protected attributes

• Y: other attributes

• C: binary outcome ∈ {0,1}

Disparate Impact

If 𝑃 𝐶 = 1 𝑋 = 0 < 0.8 ∗ 𝑃(𝐶 = 1|𝑋 = 1)

⇒ disparate impact

features

0    minority group
1    majority group

not hired hired

Legal definition
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3 important pieces to SGD

• Hypothesis function (prediction)



Logistic (sigmoid) function

Transforms a continuous real number into a 
range of (0, 1)



Logistic Regression

• Binary classification 𝑦 ∈ {0,1}

• Model will be

ℎ𝑤 Ԧ𝑥 = 𝑝 𝑦 = 1| Ԧ𝑥 =
1

1 + 𝑒−𝑤⋅ Ԧ𝑥

• Classification (already have 𝑤)

if 𝑤 ⋅ Ԧ𝑥 ≥ 0 ⇒ ො𝑦 = 1

𝑤 ⋅ Ԧ𝑥 < 0 ⇒ ො𝑦 = 0
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3 important pieces to SGD

• Hypothesis function (prediction)

• Cost function (want to minimize)

• Gradient of cost wrt single data point xi



Stochastic Gradient Descent for 
Logistic Regression (binary classification)

set 𝑤 = 0

while cost J(𝑤) is still changing:

shuffle data points

for i = 1,…,n:

𝑤 ← 𝑤 – 𝛼∇𝐽𝑥𝑖(𝑤)

store J(𝑤) derivative of J(𝑤) wrt xi



For each method/approach, is X 
continuous or discrete? What about y?

• Linear regression

• Polynomial regression

• Decision trees/stumps

• ROC curve as an evaluation metric

• Naïve Bayes

• Logistic regression

• Entropy and information gain

• PCA


