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Lab 7 notes

Logistic regression cost function:

𝐽 𝑤 = −෍

𝑖=1

𝑛

[𝑦𝑖log(ℎ𝑤 𝑥𝑖 ) + 1 − 𝑦𝑖 log(1 − ℎ𝑤 𝑥𝑖 )]

if ℎ𝑤 𝑥𝑖 = 0 or 1 − ℎ𝑤 𝑥𝑖 = 0 → skip log(0) or add 0
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Principal Component Analysis (PCA)

• Transforms p-dimensional data so that the new first dimension 
explains as much of the variation as possible, the new second 
explains as much of the remaining variation as possible, and so on 

• PCA is a linear transformation 

• Typically, we look at the first few dimensions of the transformed 
data as a means of dimensionality reduction and visualization

• PCA is often used for: 
– Data visualization

– Infer qualitative relationships between groups



PCA Example

Slide: Iain Mathieson



The 1000 Genomes project

• Whole-genome sequence data from 2504 individuals from 26 populations

• A catalog of human genetic variation, useful as a reference or imputation panel

• Completely public. Download from ftp://ftp-trace.ncbi.nih.gov/1000genomes/

The 1000 Genomes Project Consortium, 2015; https://www.nature.com/articles/nature15393
Slide: Iain Mathieson





Global population structure

European

East Asian

African

South Asian

Native American

African-American

Slide: Iain Mathieson



What causes these patterns?

1. Populations splits separate populations

Africa Europe East Asia

Oldest split corresponds to 
first principal component

Europe

East Asia

Africa

McVean 2009: http://journals.plos.org/plosgenetics/article?id=10.1371/journal.pgen.1000686Slide: Iain Mathieson



Europe

Africa

Africa Europe East Asia

African-Americans

Slide: Iain Mathieson

What causes these patterns?

2. Admixture merges populations



Global population structure
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Slide: Iain Mathieson





PCA application: Eigenfaces

• Used for face 
recognition/classification

• Low-dimensional 
representation of face images

Wikipedia
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PCA Algorithm

𝑋𝑜𝑟𝑖𝑔 =

p features

n

p >> n

Goal: Create nx2 matrix for visualization 

Step 1:



Step 2: Subtract off column-wise mean

𝑋𝑜𝑟𝑖𝑔 =
2 1
3 3

PCA Algorithm

𝑥1 = 2.5 𝑥2 = 2

𝑋 =
−0.5 −1
0.5 1



PCA Algorithm

Step 3: Compute covariance matrix A

𝐴 =
𝑐𝑜𝑣(𝑓, 𝑓) 𝑐𝑜𝑣(𝑓, 𝑔)
𝑐𝑜𝑣(𝑔, 𝑓) 𝑐𝑜𝑣(𝑔, 𝑔)

2 features f, g

square & 
symmetric

𝑐𝑜𝑣 𝑓, 𝑓 = 𝑣𝑎𝑟 𝑓 =
1

𝑛 − 1
෍

𝑖=1

𝑛

𝑓𝑖 − ҧ𝑓
2

𝑐𝑜𝑣 𝑓, 𝑔 =
1

𝑛 − 1
෍

𝑖=1

𝑛

(𝑓𝑖 − ҧ𝑓)(𝑔𝑖 − ҧ𝑔)

Runtime 𝑂(𝑛𝑝2)
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PCA Algorithm

Step 4: Compute eigenvalues and eigenvectors of A

𝐴 Ԧ𝑣 = λ Ԧ𝑣

eigenvector

eigenvalue

det 𝐴 − λ𝐼 = 0

Solve for λ and plug into first equation to solve for Ԧ𝑣



Step 5: Sort eigenvectors by eigenvalues (high->low)

𝑊 =
⋮ ⋮ ⋮
𝑣1 𝑣2 … 𝑣𝑟
⋮ ⋮ ⋮

PCA Algorithm

first eigenvector

𝑝x𝑟
usually 𝑟 = 2

And compute the transformed data:
𝑇𝑛𝑥𝑟 = 𝑋𝑛𝑥𝑝𝑊𝑝𝑥𝑟

λ1 λ2
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Looking ahead: Statistics next week!

Pinterest


