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* Lab 4 due tonight
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Admin

* Lab 3 grades & feedback will be posted on
Wednesday

* Midterm 1 will be handed out on Wednesday
(due the following Wednesday — take in a 3

hour block)

* Tuesday + Wednesday: review sessions



Midterm 1 Notes

Handed out in class this Wednesday, due at the
beginning of class the following Wednesday.

Timed exam: 3 hour limit. DO NOT open the exam
until you are ready to take it for 3 hours!

You may use one letter page (front and back) “study
sheet”, handwritten, created by you

You may also use a regular calculator

Outside of your “study sheet” and calculator, no
other notes or resources

As per the Honor Code, all work must be your own



Outline for today

* Goover Lab 2
* Intro to probability

* Intro to Bayesian models



Outline for today

e Goover Lab 2



Lab 2: not posted online



Outline for today

* Intro to probability



Intro to Probability

e The probability of an event e has a number of epistemological interpretations

e Assuming we have data, we can count the number of times e occurs in the dataset to
estimate the probability of e, P(e).

count(e)

P(e) =

count(all events)

e If we put all events in a bag, shake it up, and choose one at random (called sampling),
how likely are we to get e?
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Intro to Probability

SIS

e Suppose we have a fair 6-sided die.

e What's the probability of getting "1"?

count(s) 1 1

count(1) + count(2) + count(3) + - - - + count(6) T 1141414141 6
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Intro to Probability
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 What about a die with on ly three numbers {1, 2, 3}, each of which appears twice?

e What's the probability of getting "1"?
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Intro to Probability

=3I

 What about a die with on ly three numbers {1, 2, 3}, each of which appears twice?

e What's the probability of getting "1"?

Ple = 1) count(1) 2 1
e = — — —
count(1) + count(2) + count(3) 24+2+2 3
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Intro to Probability

e The set of all probabilities for an event e is called a probability distribution

* Each coin toss is an independent event (Bernoulli trial).
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Intro to Probability
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e Whichis greater, P(HHHHH)or PIHHTHH)?
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Intro to Probability
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e Whichis greater, P(HHHHH)or PIHHTHH)?

e Since the events are independent, they're equal
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Intro to Probability

Probability Axioms

1. Probabilities of events must be no less than 0. P(e) > 0 for all e.

2. The sum of all probabilities in a distribution must sum to 1. That is,
P(e1) + P(e2) + ...+ P(e,) = 1.0r, more succinctly,

Z P(e) = 1.

eck
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Intro to Probability

Joint Probability

The probability that two independent events e; and e both occur is given by their product.
P(e; Nes) = P(e; Ney) = P(e1)P(es) when e; Ney = ()
e Intuitively, think of every probability as a scaling factor.

e You can think of a probability as the fraction of the probability space occupied by an
evente;.
o P(€1 /\ €e9) is the fraction of of e1's probability space wherein e5 also occurs.

> So,if P(e1) = 5 and P(es) = +,then P(e2, e1) is a third of a half of the

1 1
><2.

probability space or 3
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Intro to Probability

Joint Probability
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Intro to Probability

Conditional Probability

» A conditional probability is the probability that one event occurs given that we take
another for granted.

e The probability of e5 given ey is P(ey | e1).

e This is the probability that eo will occur given that we take for granted that e; occurs.
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Intro to Probability

Conditional Probability

B|A
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Bayes’ Theorem

* P(A,B) =P(A|B)P(B)
* P(A,B)=P(B|A)P(A)

P(B|A)P(A)
P(B)

P(A|B) =

not true in general!!!

Independence: P(A,B) = P(A)P(B) /






Intro to Probability

Marginal Probability Distributions

Given a discrete joint probability distribution function P(X, Y’), how would we find
P(X)?

e "Marginalize out" the Y (sumoverallally € Y).

e Discrete Case: p(z) = Y P(z,y)
yeY

e Continuous Case: p(z) = [ p(z,y)dy
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Outline for today

* Intro to Bayesian models
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