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Admin

• Sit somewhere new

• GitHub Classroom submissions

• Late days

• Lab 3 will be done in pairs, please find a partner



Outline for today

• Why are models useful? (recap)

• Linear models (recap)

• Fitting a linear model (one feature)

• Model complexity and evaluation
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Why are models useful?

• Understand/explain/interpret the 
phenomenon

• Predict outcomes for future examples
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Goals of fitting a linear model

1) Which of the features/explanatory 
variables/predictors (x) are associated with 
the response variable (y)?

2) What is the relationship between x and y?

3) Can we predict y given a new x?

4) Is a linear model enough?



Linear Regression

• Output (y) is continuous, not a discrete label

• Learned model: linear function mapping input 
to output (a weight for each feature + bias)

• Goal: minimize the RSS (residual sum of 
squares) or SSE (sum of squared errors)



Outline for today

• Why are models useful? (recap)

• Linear models (recap)

• Fitting a linear model (one feature)

• Model complexity and evaluation











Handout 4



Outline for today

• Why are models useful? (recap)

• Linear models (recap)

• Fitting a linear model (one feature)

• Model complexity and evaluation



Model Complexity

Why stop at a linear model?

Wikipedia




