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Admin

• Sit somewhere new!

• Sign up for lecture note-taking

• Lab 2 posted (due next Monday)

• Lab 1 is due tomorrow (Tuesday) at midnight

• My office hours: 10-11:30am on Tuesday (H110)



Outline for today

• Data representation and featurization

• Introduction to modeling

• Why are models useful?

• Linear models
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Tennis Data

• Input or features: outlook, temp, humidity, wind

• Output or “label”: play tennis (yes or no)



Sea Ice data (Lab 2)

1996 7.88
1997 6.74
1998 6.56
1999 6.24
2000 6.32
2001 6.75
2002 5.96
2003 6.15
2004 6.05
2005 5.57
2006 5.92
2007 4.3
2008 4.63

Year Sea Ice Extent*

*Arctic sea ice extent (1,000,000 km2)

• Input or feature: year

• Output or “label”: sea ice extent



Data Representation Notation



Feature Terminology

• Features: feature names 

– shape

– sea ice extent

• Feature values: what values are possible 

– {circle, square, triangle}

– all non-negative values

• Feature vector: values for a particular example/data point

– x = [x1, x2, x3, …, xp]



Featurization: make numerical

Q: what about features that might already be on a spectrum 
(e.g. sunny, rain, overcast)?



Featurization: make numerical

What is a model?
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Example of a model

• Each internal node: one feature
• Each branch from node: selects one value of the feature
• Each leaf node: predict  y

Based on slides by Jessica Wu 
and Eric Eaton
[originally by Tom Mitchell] 



Model Examples

1) Decision Tree

weather

yes no

rainsun

feature

feature 
value

Model 
parameters

labels

weather tennis

sun yes

rain no

rain no

sun yes

sun no

Data

“no” and “yes” label counts[1, 2] [2,0]

2/3 correct 2/2 correct

=> 80% accuracy



Model Examples

2) Normal distribution

Height5’7”

model

mean: 5’7”
variance: 2”

Model 
parameters



Model Examples

3) Linear models

Risk 
score

# of genes associated w/ heart disease 

model
(slope = m)

b

y = mx + b

m, b -> model parameters

data

medication



Handout 3



Sunny: {0,1}
Overcast: {0,1}
Rain: {0,1}
Temperature: {0, 1, 2} (Cool, Mild, Hot)
Humidity: {0,1} (Normal, High)
Wind {0,1} (Weak, Strong)

Sunny Overcast Rain Temp Humidity Wind

1 0 0 2 1 0

Handout 3
Q1: n=10, p=4

Q3

Q2



Handout 3
Q4

[4,6]

[3,1] [1,3]

[3,0] [0,1] [0,2] [1,0] [0,3]



Outlook Temp Humidity Wind

Rain Hot High Strong(test example) x =

Handout 3

Q5

ypred = No
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Why are models useful?

• Understand/explain/interpret the 
phenomenon

• Predict outcomes for future examples



What are the most important features?

Example by: Ameet Soni
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What are the most important features?
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RSS or SSE





Goals of fitting a linear model

1) Which of the features/explanatory 
variables/predictors (x) are associated with 
the response variable (y)?

2) What is the relationship between x and y?

3) Can we predict y given a new x?

4) Is a linear model enough?



Example: predict sales from TV advertising budget

ISL: Figure 3.1



Linear model with 1 or 2 features

p=1 p=2

x

y

Slide: modified from Jessica Wu
Original: Eric Eaton



Linear Regression

• Output (y) is continuous, not a discrete label

• Learned model: linear function mapping input 
to output (a weight for each feature + bias)

• Goal: minimize the RSS (residual sum of 
squares) or SSE (sum of squared errors)



Maybe a linear model is not enough

ISL, Fig 2.9

test

train



Command line arguments example


